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ABSTRACT
The last few years have seen a lot of progress in

deep reinforcement learning (DRL) which have allowed au-
tonomous agents to learn difficult tasks. Though these algo-
rithms boast of a very good performance, these require large
amounts of training samples to achieve it, and even then such
trained agents when deployed can still at times get confused
and take a lot of wrong actions. In this work we have tried to
use an expert agent to help agents trained using Reinforce-
ment Learning (RL). We work in a limited communication
setup i.e. the expert can not help the agent all the time, and
try to learn a ”Query network” which can learn when the
RL agent gets most confused and then queries the expert only
at those steps. Our experiments on a grid world navigation
task, shows an improvement in the number of steps the agent
takes to reach its goal.

1 INTRODUCTION
Humans have the ability to explore their environment

and learn tasks using trial and error. To replicate this behav-
ior in robots people have tried to use Reinforcement Learn-
ing (RL). RL algorithms allow agents to explore the environ-
ment, and find behaviors which can maximize some under-
lying reward function. The last few years have seen a lot of
new and powerful RL algorithms like DDPG [10], PPO [9],
TRPO [8], which have allowed artificial robots to learn and
preform a plethora of tasks which have been earlier used
to judge human intelligence. Even though these algorithms
boast of a very good performance, these require a tremen-
dous amounts of training samples to achieve it. Such trained
agents when deployed can still at times get confused and take
a lot of wrong actions. If one tries to compare such behaviors
with a human’s performance who has been trained in doing a
certain task, one potential workaround to this problem comes
out as the presence of a teacher or an expert which always
knows the best possible action in each state. We built up on

the same idea, and tried to build a ”Query network” which
can be trained on top of the agent and learn when is the agent
getting confused, and query the expert at those states. For
this setup we consider a limited communication scenario, i.e.
the expert can not be queried all the times, and work on a
grid world based navigation task in the MiniGrid [2] based
BabayAI [1] environment. We use PPO to train an agent in
the said environment and then train the Query network using
the agent’s observations, and its policy distribution over pos-
sible actions to learn whether it needs expert’s help or not.

2 RELATED WORK
Confusion in a RL agent can be thought of its need to

explore its environment more. Exploration helps a RL agent
in finding behaviors which can help them in getting high task
rewards. [5,7] deal with this as curiosity of the RL agent, and
have come up with agents which can explore their environ-
ment better. Working on the same idea of extracting good
behaviors. [3] try to randomize the action selection of agent
as much as possible which allows the agent to visit more di-
verse states and possibly reduce its confusion when it is de-
ployed.
People have also tried to observe and learn agent behavior,
for the task of differentiating between different agent types
in [6]. We also have tried to observe agent behavior but with
the intention of judging the agent’s inability to take a decisive
action and intervene in those scenarios by taking an expert’s
help.

3 METHOD
We divide the whole process into 2 parts: (1) Training

an agent using PPO, (2) Training a Query network on top of
this trained agent.
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Fig. 1. Overall architecture of the training procedure for Query network

3.1 Agent
We used a RL agent which is trained using Proximal

Policy Optimization (PPO) [9] algorithm. For this we used
the existing PPO training framework already implemented in
BabyAI. This algorithm takes the partially observable view,
and the task instruction text as the input, and gives a proba-
bility distribution over the actions.

3.2 Expert
The BabyAI [1] environment provides an expert agent

for each task. This expert agent is a heuristic based agent
and has access to the whole environment, and can run a short-
est path algorithm to find the best sequence of actions to the
goal. This expert can also work along with the RL agent
by taking in as input the history of actions taken so far, and
providing corrective actions if required.

3.3 Query network

Fig. 2. Query network architecture

After we have trained the agent, we freeze its weights
and deploy it in the environment, and train the Query net-
work on this setup. The Query network is a deep neural net-
work which takes in as input the same information as the
agent along with the agent’s output probability distribution
over its actions as shown in Fig 1 at each step. At each step,
the environment gives the current observations of the agent
which include agent’s current field of view, and the instruc-
tions defining the goal. These are used by the agent to give
a probability distribution Pagent over its actions, from which
an action aagent can be selected by taking the argmax of the
probability distribution.
As shown in Fig 2 the query network it self consists of a con-
volution neural network (CNN) block which processes the
field of view of the agent, a gated recurrent unit (GRU) to
process the task instruction, one fully connected (Policy FC)
block to process the agent’s policy distribution, and another
fully connected (FC) block which processes the concatenated
field of view, instruction, and agent policy embeddings to
output a probability value regarding whether to query the ex-
pert or not.
So it takes in the observations and Pagent and gives an out-
put probability, Pq ∈ [0,1], where 0 means that the query
network thinks that the RL agent is not confused at all, and
1 means that the RL agent is completely confused and the
expert should be queried. The final decision of the query
network is found by thresholding the probability at 0.5, i.e.

aq =

{
0 if Pq < 0.5
1 if Pq ≥ 0.5

(1)

2 Copyright c© by ASME



The final action at used to actually take a step in the environ-
ment is selected by taking into account decision of the query
policy on whether to query the expert or not,

at = f (aq,aagent ,aexpert) = (1−aq)∗aagent +aq∗aexpert (2)

The target output or the ground truth for the query network is
decided by comparing the agent’s action against the expert’s
action.

aq,target =

{
0 if aagent = aexpert

1 if aagent 6= aexpert
(3)

3.4 Loss function
The query network is trained using a custom loss func-

tion. For this we first take the RL agent’s logit output of the
last layer i.e. the raw scores before probability computation
over the action space, and denote it by λ. Then we calculate a
probability distribution only on two actions, one selected by
the expert aexpert , and the action with the highest logit value
which is not equal to the aexpert , and denote it by a′

Pa′ =
λa′

λa′ +λaexpert

, Paexpert =
λaexpert

λa′ +λaexpert

(4)

Then we calculate the loss such that the network learns that
if the logit score of a′ is not very far from that of the one
selected by the expert, the agent might be confident enough
and does not need help.

L =−(1−Pq)∗ (Paexpert )− (Pq)∗ (Pa′) (5)

If we are using a trained RL agent, it might happen that the
number of times it is confused is low, in those cases we have
to deal with class imbalance, i.e. the number of positive
samples (where aq,target = 1) are less that negative samples
(where aq,target = 0). In these cases the network can become
biased towards always giving Pq = 0, as most samples do not
require assistance. To counter this we also keep a running
average of the number of positive, and negative samples.

wpos =
number of positive samples

total samples
(6)

wneg =
number of negative samples

total samples
(7)

Using these weights we do an inverse weighing, i.e. multi-
ply the loss term for positive samples with wneg, and that of
negative samples with wpos. So our final loss function looks
like:

L =−wpos ∗ (1−Pq)∗ (Paexpert )−wneg ∗ (Pq)∗ (Pa′) (8)

Fig. 3. Example of a generic navigation task in BabyAI. Here the
agent is given the instruction, ”Go To the Blue Ball”.

4 EXPERIMENTS
The RL agent’s neural network architecture, its training

algorithm provided in BabyAI [1], our implementation of the
Query network and its training are all written using PyTorch
[4]

4.1 Environment
For this work we used BabyAI [1] as we wanted a grid-

world environment, which can allow us to have a not too
complex environment along with an expert which can pro-
vide us with the correct action at every state. BabyAI. As
shows in Fig 3 the environment consists of a 7X7 grid in-
cluding a boundary, which leaves a 6X6 grid for the agent to
explore. The agent is represented by a red triangle and has
a limited field of view of size 5X5 in front of it marked as
the grey shaded area in the Fig 3. We used only the naviga-
tion task in our work, which just asks the agent to reach to
a certain object in the environment. Here the agent is sup-
posed to reach the blue ball shown in the top right corner
of the Fig 3. The task is conveyed as a text according to a
predefined grammar in BabyAI [1].

4.1.1 Observations
At every step the environment provides a 5X5 view of

the area ahead of the agent in the agent facing direction. This
view clearly marks the agent, the objects, the walls, and the
empty space as integers along with the color information of
each object.

4.1.2 Action space
The agent has seven actions in its action space: For-

ward, Turn left, Turn right, Pick, Drop, Open, Done. In
our context of the navigation task in a 7X7 grid, the Open
action is not usable. The agent has to specifically call the
Done action to indicate that the task is complete.

4.1.3 Reward structure
This setup has a sparse reward structure, i.e. the agent

gets a reward of +1 only when it reaches the target object,
and 0 otherwise.
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Fig. 4. The plots show the evolution of ”Correct query %”, and ”Average query %” as the training progress.

5 RESULTS AND DISCUSSIONS
We ran our experiments on the navigation task in the

BabyAI’s [1] 7X7 grid environment, training the RL agent
and the query network as described in the section 3.

5.1 Evaluation Metrics
We evaluated the results using the following metrics:

1. Percentage of queries per episode: As stated earlier that
we want to emulate a limited communication setting
where the RL agent can’t ask the expert at all time steps,
so we want our query network to query the expert as less
number of times as it can. We measure this criteria by
calculating the percentage of steps on which the query
network queried the expert in every episode and average
this over all the episodes.

2. Percentage of correct queries per episode: We also want
the query network to make legitimate queries, i.e. all
the queries it makes should be actually required. We
check the legitimacy of each query by checking whether
at those queried steps, aq,target = 1 or not. We calculate
this over all the queried steps in an episode and then
average it over all the episodes.

3. Average return: The mean return shows the actual per-
formance of the RL agent. If the query network worked

Table 1. Comparing RL agent’s performance with and without the
query network. Here the query network was used after its training
has converged. For Average return, higher the value the better it is,
and for Average episode length a lower value is better.

Metric Without With Query

Query

Average query % - 25%

Correct query % - 84%

Average return 0.918 0.925

Average episode length 5.79 5.39

it should increase. We measure it by taking the average
of the cumulative reward of each episode over all the
episodes.

4. Average episode length: A high average episode length
indicates that the agent might be taking a lot of wrong
actions in the environment and is just roaming around.
Query network should ideally lead to a decease in this
metric.
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5.2 Results
We trained the query network on top of the trained RL

agent, and evaluated the trained query network along the RL
agent during training on a test environment. As can be seen
from Fig 4, the Average query % initially rises as the query
network starts to learn, and then at the end settles down to
making queries around 25% of the time. At the same time,
the percentage of queries which are correct also increase and
settles to around 84%. These results do show promising per-
formance of the query network as we expected.
We also tested whether the query network is actually mak-
ing a difference by running the trained RL agent with and
without the query policy. As can be seen in table 1, the Aver-
age return increased from 0.918 to 0.925 when we used the
query network along with the agent, and the Average episode
length decreased from 5.79 to 5.39.

6 FUTURE WORK
In this work, we have tested the query network setup

only on a simple navigation task, but the BabyAI [1] pro-
vides a lot of other complex takes like picking and placing
objects, multiple room environments, etc which should be
further tested out. Another good direction will be to apply
this method in environments other than gridworld which will
have their own unique challenges.
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